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Abstract— This paper presents a human like segmentation
method for daily life actions, such as getting up, sitting down,
walking. Unsupervised segmentation methods of many previous
researches cannot always assure segmentation result that coin-
cides with human’s natural sense. While the proposed method
utilizes human’s teacher data of segmentation to conduct human
like segmentation. We assume that latent dynamics changes at
the segmentation points of action, and represent segmentation
boundary by switching model of two linear dynamic systems.

The problem is that human may segment actions according
to wide variety of criteria depending on the attention point or
other backgrounds. In this paper, those criteria are acquired by
clustering segmentation boundaries extracted from teacher data
made by human. Each of the cluster is characterized by body
parts it pays attention to. Here, we focus on hierarchical aspect of
human body that human body can be treated at various levels of
abstraction (e.g. whole body, upper body, left arm), and represent
it by tree structure.

Experimental result shows that the proposed method can
acquire human like segmentation criteria.

I. INTRODUCTION

There are a number of researches on symbolic representa-
tion and handling of human actions [1] [2], such as action
recognition, prediction and generation. To treat human actions
as discrete symbols, identification of time interval that can
be described by a single symbol is required. That is to
say, action segmentation that detects start or end or change
points of human actions is a very important task. In addition,
segmentation that coincides with human’s sense is preferable
from the aspect of man-machine interaction. Thus the purpose
of this research is to accomplish human like segmentation.

Many of existing researches on action segmentation are
classified into two approaches below.

« segmentation by recognition based on prepared or pre-

learned action models

« simultaneous segmentation and acquisition of symbols by

self-organizing method such as clustering

For example of the former approach, Bobick et al. [3]
represent basic hand motions by Hidden Markov Models
(HMM) and describe structure of the motions by Stochastic
Context Free Grammar (SCFG) to recognize and segment hand
gestures. While Bernardin et al. [4] classify human’s grasping

motions into 14 groups and describe them by HMMs, then
utilize Token Passing method for segmentation and recognition
of sequential grasping motion.

This approach can detect the segment points of target actions
robustly, while cannot deal with the segment points of other
non-target actions. It is difficult to prepare models of all
kind of daily actions since daily action has more variety and
complexity than gesture-like motion.

In the latter approach, sequential motion data is divided and
grouped to form action symbols using some sort of metric.
And segmentation is done through the transition of acquired
symbols. For example, Wang et al. [5] propose unsupervised
segmentation method and segment musical conductor’s hand
motions at various beat-rhythms. At first, motion data is di-
vided into small segments at the points of local minima and lo-
cal maxima of velocity. Then the small segments are clustered
to form action symbols (motion alphabet), and remarkable
patterns of motion alphabets are extracted as “motion words”
based on Minimum Description Length (MDL) criterion.

While Kawashima et al. [6] utilize Hybrid Dynamical
Systems (HDS) to model sequential facial images. HDS is
a two-layered model that consists of linear dynamics for local
behavior and stochastic transition among them. Those dynam-
ics are organized by a clustering method, and segmentation is
performed at the moments of the transition of the dynamics.

This approach is unsupervised, and has no need for prepa-
ration of models or learning dataset. However this approach
cannot assure segmentation result that meets human’s natural
sense since this can reflect human criteria for segmentation
only through feature selection and metric design. To acquire
human like criteria for segmentation, direct use human’s
teaching is effective. Thus we propose a supervised method
for human like action segmentation.

This paper is organized as follows. Characteristics and
overview of the proposed method are provided in section
II. Section III and IV are about acquisition of human like
segmentation criteria. In section V, segmentation scheme by
acquired criteria model is described. We mention experimental
evaluation of the proposed method in section VI. Finally,



conclusion and future works are discussed in section VII.

II. HUMAN LIKE SEGMENTATION METHOD
The proposed method has four important features below.

e utilization of human’s teacher data of segmentation
This is for acquisition of human like segmentation criteria.

e modeling segmentation boundary by switching model of two
linear dynamical systems (LDS)

We assume that latent dynamics changes at the segment
points of action, and utilize switching model of two LDS
to represent segmentation boundary. This kind of approach
that models complex and nonlinear dynamics by connection
of local linear models is widely taken, such as Motion Texture
of Li et al. [7] or SLDS of Pavlovic et al. [8].

® acquisition of a variety of human’s segmentation criteria by
clustering method

Daily actions can be segmented by wide variety of criteria
depending on person or situation. Thus it is unreasonable to
describe human’s segmentation criteria by a single model. We
utilize clustering scheme to deal with this problem. Each of
the cluster is characterized by body parts it pays attention to.

o utilization of human body hierarcy

In considering attention body parts of each criteria for
segmentation, hierarchical structure of human body is utilized.
This is because human motion can be treated at various levels
of abstraction, such as whole body, upper body, left arm and
left low arm. Fig.1 shows utilized human body hierarchy. The
root node is whole body and number of nodes is 11 in total.
Child nodes of a node are detailed representation of the node.
This concept of human body hierarchy is based on the work
of Kahol et al [9].

The overview of the proposed human like segmentation
method is shown in Fig.2. The target of this reseach is daily
life action of human, such as getting up, lying down, walking.

Firstly, segmentation boundaries of action are extracted
from human’s teachings of segment points. Then those seg-
mentation boundaries are represented by switching models
of two LDS, and grouped into a certain number of clusters
according to the background segmentation criteria of human.
Utilization of human instruction and model fitting to seg-
mentation boundary are described in section Ill. While the
explanation of clustering method is in section IV.
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Fig. 1. Utilized human body hierarchy

Then, the method acquires criteria models for human like
segmentation from those clusters. Segmentation of novel ac-
tion data is performed on the basis of likelihood calculation
by the acquired models.
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Fig. 2. Overview of the proposed method

III. EXTRACTION AND MODELING OF SEGMENTATION
BOUNDARY BASED ON HUMAN’S TEACHER DATA

A. Daily actions of human

We use whole body motion capture data as input. The format
of the data is BVH of Biovision Corporation, one of the de-
facto standard computer graphics motion format. BVH files
contain the structure of human as a linked joint model (figure)
and the motion of the figure per frame. Used figure is shown
in Fig.3. It has 11 joints, 36 DOF in total. These data are
measured by magnetic motion capture system at 30 Hz.

Then 47 dimensional time-series features are calculated
from motion data. For Hips, position x,y,z and orientation



(quaternion) relative to the Hips coordinate at previous frame
are used (total 7 dimensions). For each of the other 10
joints, orientation relative to the parent joint is used (total 4
dimensions). The reason we use previous Hips coordinate is
that the difference of absolute position and orientation in the
world coordinate at measurement is to be ignored but relative
movement and rotation in the world coordinate are important.
Taking “walking” as an example, not the absolute position or
direction but the forward or turning movement is necessary.
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Fig. 3. Utilized human figure

B. Extraction of segmentation boundaries based on human’s
teaching data

We utilize human’s teaching data of segment points of
action. The problem is that segment points are vague in daily
actions and it is difficult even for human to teach the moments
of segmentation exactly. Consequently, the proposed method
extracts N = 15 frames (0.5 sec) before and after the taught
point, resulting in 31-frame segmentation boundary. In this
scheme, all human has to do is to instruct roughly the time he
or she feels that the action is to be segmented.

C. Switching model of two LDS for segmentation boundary

Next, the proposed method assigns individual switching
model to each of segmentation boundary extracted from hu-
man’s teaching, by learning both switching time 7 and LDS
before and after 7.

1) Estimation of LDS :

Utilized LDS is described as below:

Xttt AXy + Vi
i = CXi+ W,

M
2

where X3, Y;, Vi, W, depict state variable, observation vari-
able, system noise from gaussian distribution A/ (0, @), obser-
vation noise from N (0, R) at time ¢ respectively. While A, C,
(), R mean transition matrix, observation matrix, covariance
of system noise and covariance of observation noise. These
parameters are learned from time-series Y1.7 = {1, -+ ,Yr}
by singular value decomposition (SVD) and least squares
method, in reference to the work of Soatto et al. [10].

First observation matrix C' and state sequence X;.p are
estimated by applying SVD to observation sequence Yi.r.

Yipr = USV? (3)
C = U 4)
X1 = SV? (5)

Here we can design state space to have smaller dimen-
sions than observation space to take n dimensions of largest

TABLE 1
DIMENSION OF STATE AND OBSERVATION SPACES FOR EACH BODY PART

| body part | dim. of state | dim. of observation
Hips 6 7
other lowest body parts 3 4
HeadChest 3 8
RightArm 3 8
LeftArm 3 8
RightLeg 3 8
LeftLeg 3 8
UpBody 3 24
LowBody 6 23
Body 6 47

singular values. In this research, the posture of each body
part is described by quaternion (four dimensions). While the
corresponding state dimension is set to three, since the actual
degree of freedom is three.

Next, A is estimated to minimize || Xo.7 — AX 1.7 1]|?.

A= Xox X{ o (Xera Xipoq) ™ (6)
Then, covariance () is calculated by estimated X and A.
O = Typ1 — Ay @)
R = ,
QR = T_-1 2 ViV ()

Covariance of observation noise R is determined arbitrarily.
In this research, R is set to diagonal matrix R = diag(0.01)
on ground that the average of elements of () is about 0.01.

Practically, LDS is estimated for each of body parts respec-
tively. Body parts means all nodes of human body hierarchy
in Fig.1. Observation of an upper node of the hierarchy is
defined as the union of observations of its child nodes. While
state space of an upper node is designed in the same way
as the lowest nodes, i.e. three for posture, three for position.
Thus, dimensions of state and observation space of each body
part’s LDS are set as shown in TABLE I.

The collection of LDS can be treated as an single LDS by
transformation like below, thus we simply call it "LDS”.

Ay O 0
0 0 Ay

2) Likelihood calculation of LDS:

Likelihood of a LDS is calculated by accumulating the gap
between actual observation Y; and predicted observation from
previous observations Y7.;—1. The prediction is in the form of
multidimensional gaussian distribution.

T

P4 C.QR) = [[POMe) (10
t;Q

- HN(n\tfl’EY,t\t—l) (11)
t=2

Mean and covariance of prediction is calculated on the basis
of Kalman Filter algorithm. Specifically, kalman gain is

Ki = %4i1C"(C8yy—1C + R) (12)



then mean and covariance of state variable at time ¢ are
estimated as below.

Xepp = X1 + Ko (Ve — CXyppq) (13)

Zt|t = Et\tfl - Ktczﬂtfl (14)

From these, prediction at time ¢ + 1 is performed as follows.
Xyt AXy (15)

DI Azt\tAt +@Q (16)

Y CXiqae (17)

Yyt = Czt-i-lltct +R (18)

3) Estimation of switching time:

Another component of a switching model is switching time
7. At time 7, transition of the two LDS occurs. At first
glance, it seems that this value can be simply set to the
center of the segmentation boundary. However, the center
point instructed by human is rough one, and not necessarily
corresponds to the moment of change of latent dynamics. Thus
appropriate switching time 7 is estimated to maximize the sum
of likelihood by two LDS before and after 7.

By the process explained so far, each segmentation bound-
ary is modeled by a switching model of two LDS.

IV. CLUSTERING SEGMENTATION BOUNDARIES TO
ACQUIRE VARIOUS HUMAN LIKE SEGMENTATION CRITERIA

A. Background and overview of clustering scheme

Human may segment daily actions according to various
segmentation criteria. Thus, segmentation boundaries extracted
by human’s instruction can be classified into several groups.
The proposed method utilizes a clustering method of follow-
ing characteristics to group the boundaries according to the
background criteria.

o distance calculation based on Kullback-Leibler diver-
gence of switching models

« utilization of weight vector of body parts that represents
how much each of body parts is paid attention to

The KL-based metric can reflect the aspect of ”switching”
of data, unlike general distance calculation of two time series.
And we introduce weight vector of body parts, since the
main factor of diversity of human’s segmentation criteria is
difference of attention point. In considering the attention point
of human, hierarchical structure of human body is utilized to
consider the various levels of abstraction of attention. Thus
”body parts” means 19 nodes of human body hierarchy (Fig.1).

B. Metric of each cluster

Each cluster k(k = 1,---, N) has individual metric below.
19

Sk(Y,Y;) = wiS(Ye, Yy) = Y wrp - sp(Yip, Yip)  (19)
b=1

where {wy ,}+2, depicts the weight vector of cluster &, and
sp(Yip, Y ) represents similarity of movement of body part
b between segmentation boundary Y; and Y}, and Y;; is a
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Fig. 4. Flow of clustering

part of Y;, consists of dimensions related to body part b. For
example, s1(Y; 1, Y} 1) means similarity of Hips motion, while
s17(Yi17, Yj17) is similarity of Upbody on the whole.

Each s3(Y;p,Y;5) is calculated by symmetrized KL-
divergence of models corresponding to Y; and Y. The KL-
based distance dp (Y 1, Y;5) is like below.

1
do(Yis i) = 5 (KL(ViallYio) + KL(Y;allYip))  20)

1. P(Yi4)0;
where KL(Yiy||V) = — log £ (etl%)

T; " P(Yiu|0;) @b

Then similarity is calculated by reversing the sign and setting
the minimum to zero like following.

S(K?Y] - maX(D) -D= [817825 e 7819]t (22)
D(Y,Y;) = [di,da,- ,dio)" (23)

C. Flow of clustering

The flow of clustering is shown in Fig.4. Members and
weight vector of each cluster are estimated simultaneously by
iterative calculation similar to k-means. The following is the
details of the clustering method.

1) Estimate weight vector wj, to maximize the sum of all
pairs of data belonging to cluster %, under the condition
that cluster IDs of all data are fixed.

wg = arg max Z Sk(Y:,Y;) (24)
§,5€CK,i<]
under |[|wg|* =1 (25)



By Lagrange’s method, wy, is estimated as below.

Z Sb(Z,j)
1,j€CK,i<]j

Wb = 5 (26)
;( S s(ig)

1,j€CK,1<]

2) Estimate members of each cluster. Cluster ID of seg-
mentation boundary is estimated one by one under the
condition that IDs of other data are fixed, since it is dif-
ficult to estimate cluster IDs of all data simultaneously.
Specifically, segmentation boundary Y; is classified to
the cluster that has the largest value of the sum of
similarities between Y; and each data of the cluster.

V. HUMAN LIKE ACTION SEGMENTATION BY THE
ACQUIRED CRITERIA MODELS

A. Switching model for segmentation criterion

A set of human like segmentation criteria are acquired by
learning switching model corresponding to each cluster. The
LDS before and after switching point are estimated through
the process explained in III-C.1, by utilizing segmentation
boundaries of each cluster as learning dataset. The switching
time-point of two LDS is described by a gaussian distribution
N (pr,2;). The mean of the gaussian is set to u, = 15, center
of 31-frame segmentation boundary. While the covariance is
set to ¥, = 1/9. This means that 3 - \/E_T =1 and 99.7% of
the distribution fall within the range of 7 = 15 £+ 1, i.e. we
permit only small variation from 7 = 15.

Since the distribution of switching time is introduced,
likelihood for time series Yi.7 by criterion model M; =
{147, X7, 0k pefore, Ok after } 18 calculated like below.

log P(Y1.7|Mj) = max log (P(TIMT, %)

X P(}/l:f‘ak,bfore)P(YT+1:T|0k,after)> (27)

In addition, 19-dimensional weight vector of cluster &k is
utilized in calculation of likelihood by LDS of cluster k.

The problem here is that the dimensions of observation
space differ widely among body parts, e.g. observation space
of Body has 47 dimensions, while that of Head has only
4 dimensions. Thus body parts of large observation space
have major effect on likelihood calculation. To avoid this
dimensional effect, likelihood of an body part is normalized
by dimension of observation space of the body part.

IOg P(YEJWIC,before)

19
log P(Y‘ek,before) = Zwk,b : (28)
b=1
B. Segmentation of action by peak detection of framewise
likelihood of human like criteria models

Human like segmentation of daily action is conducted on
the basis of likelihoods of the acquired segmentation criteria
models. The flow of segmentation is shown in Fig.5. Details
of segmentation of action data Y;.7 are as described below.

1) Calculate segmentability at each frame ¢ by following

procedures.
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Fig. 5. Flow of segmentation

a) Extract motion before and after ¢, Y;_15.4415.
b) Calculate likelihoods for the extracted 31-frame
motion Y;_15.4+15 by criteria models { M }5_;.

le(t) =1log P(Yi—15:4415|My) (29)

c) Calculate segmentability at frame ¢, by choosing
the largest I (¢).

L(t) = max k(1) (30)

2) Extract time spans that have segmentability £(t) higher
than a predetermined threshold 3.

Hi={t=0G, - mi | L(t) > Bn} €2))

3) From H;, choose spans of width wider than a predeter-
mined threshold (3,,.

Hy={Ha [ m— G +1> Bu} (32)



4) Segment points u; are estimated by choosing time points
of the largest L(¢) in each of the remaining spans ;.

In this way, action data Y7.7 is segmented by J segment
points, {u;} (j=1,---,J).

We choose the largest value of likelihoods by all criteria
models at each frame ¢ in the calculation of segmentability.
This is based on the presumption that human segments action
by certain single criterion at each moment, though human has
a wide variety of segmentation criteria.

Estimation of segment points are conducted through peak
detection by two thresholds, 5, and (3, in order to detect
the peaks of segmentability robustly. These thresholds are
optimized in advance to maximize segmentation performance
for validation dataset.

VI. PERFORMANCE EVALUATION OF THE PROPOSED
HUMAN LIKE SEGMENTATION METHOD

A. Experimental settings

Motion capture data of daily actions, such as sit down, stand
up, get up, lie down, and walking are used to evaluate the
performance of the proposed method. The actions are mea-
sured at sampling rate of 30Hz by magnetic motion capture
system. Each of the motion data is with human’s instruction of
segment points. We divide the whole data into three datasets,
for training, validation and evaluation. The details of these
datasets are in TABLE II.

TABLE 11
DETAILS OF TRAINING, VALIDATION AND EVALUATION DATASET

name of | number of number of segment points
dataset BVH files frames by human
training 62 9510 (about 317 sec) 221
validation 61 8617 (about 287 sec) 216

evaluation 62 8873 (about 296 sec) 237

The proposed method acquires human like segmentation
criteria from training dataset. Two thresholds (3, and 3} for
peak detection are estimated to maximize the performance of
segmentation for validation dataset. The number of clusters is
set to 27 based on many experiments.

Segment points estimated by the method are evaluated by
comparing them to those made by human. Since the segment
points of daily action are vague in nature and even human
cannot place the moment of switching exactly, complete
agreement with frame accuracy is not necessary. Thus, we
define tolerance of the gap between segment point made by
the method and by human. If the gap is within the tolerance,
the segment point made by the method is considered to be
correct. For performance measure, recall rate, precision rate,
F-measure at each tolerance are used.

correctly estimated segment points

1l rate = 33
recall fate total segment points by human (33)
.. tl timated t point
precision rate — correctly estimate : segment points (34)
total segment points by method
F-measure — 2 x recall x precision (35)

recall 4 precision

TABLE III
EXAMPLE OF CLUSTERING RESULT

_ number | body parts of
ID description of data of data | large weight
finish sitting down on chair 5
finish lying down 3
finish sitting down on floor 1 Chest
3 start sitting down on floor 1 HeadChest
fold arms in a chair 1 Head
start lying down from sitting position 1
start getting up from lying position 1
start bending down 16
start sitting down on chair 6
finish sitting down on floor 1 Chest
10 inish siting ; LeftLowArm
N f|n|§hl3|ttlng down 9n chalrl 1 RightLowLeg
finish sitting up from lying position 1
turn around 1
- . RightLowlLeg
16 flln|sh standmg' ulp 12 Chest
start standing up from sitting on floor 1 LeftUpLeg
start bending down 10
start sitting down on chair 7
start dropping to all fours 1
turn while walking 1 RightLowArm
21 turn around 1 LeftLowLeg
start getting up from lying position 1 Chest
roll onto back while lying 1
finish lying down 1
open both hands in a chair 1
Performance (precision, recall, F-measure)
0.9 : ! .
—e— F-measure :
0.8r | —— recall rate : ©
—v— precision rate
0.7F H N
0.6 ' ,
0.5¢ : N
0.4 H ,
0.3r : N
0.2r ' b
0.1F i i
‘ ‘ ; ‘
0 5 10 15 20 25

tolerance of the gap [frame]

Fig. 6. Evaluation of segmentation result

B. Experimental result

Table III shows some examples of clustering result. Similar
segmentation boundaries are classified into the same cluster,
and each cluster is characterized by weight vector of body
parts. For example, weight of body parts of upper body are
large in cluster 3. This means that the motion of upper body
is the main feature of finishing sitting down or lying down.
While, cluster 16 represents segmentation boundary of “finish
standing up”. And it can be said that human focuses attention
on the movement of chest and both legs for this kind of
segmentation.

Cluster 10 and cluster 21 both represent bending down
motion, however their attention are slightly different, i.e. they
are left-right reversal. Thus the main factor of the difference
is whether the actor steps out with left foot or right foot.
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Segmentation result is shown in Fig.6. At tolerance of 15
(same span as in extraction of segmentation boundary), recall
rate, precision rate, F-measure are 0.77, 0.73, 0.75 respectively.
These values show that the proposed method can perform
human like segmentation.

However, the result shows relatively low performance at
small tolerances. Thus there is room for improvement in the
accuracy of time of segment points. As mentioned above, there
is no need for exact match between estimated segmentation
and human segmentation. Quantitative evaluation of vagueness
of human’s segmentation and concretization of appropriate
target tolerance of the method is desired.

In Fig.6, recall rate is higher than precision rate at all toler-
ance values. This indicates that the proposed method estimate
more segment points than human does. This is because the
method makes consideration for all criteria acquired by all of
human’s teaching data, while human segments motion based
on a criterion that occurs to him or her by chance.

Fig.7 shows an example of segmentation (snapshots of the
motion data, calculated segmentability, segment points by the
proposed method and by human). The example is a “get up”
action data. Four segment points are estimated through seg-
mentability calculation by acquired models and peak detection

by thresholds of peak-width and peak-height. Segmentation
result is in good agreement with human’s segmentation.

VII. CONCLUSION

In this research, human like segmentation criteria for daily
actions are acquired based on machine learning scheme. To
deal with the vagueness of segment point of daily action,
segmentation boundary of certain time length is extracted ac-
cording to human’s teacher data. Segmentation boundaries are
represented by switching models of two LDS, and clustered by
the clustering method that learns member and metric of each
cluster simultaneously. These clusters correspond to human’s
various criteria for segmentation, and are characterized by 19-
dimensional weight vector that indicates degree of attention
to each body part. In considering this attention body part, the
method utilizes hierarchical structure of human body, in order
to treat human body at various levels of abstraction (whole
body, upper body, left arm, and so on). Experimental result
shows that clusters are formed according to the background
reason of human’s segmentation, and that the proposed method
can segment daily actions in a way that coincides with natural
sense of human.

Future work includes quantitative evaluation of vagueness
of human’s segmentation to clarify the target performance of
human like segmentation method, and improvement of time
accuracy of segmentation by more effective peak detection.
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