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ABSTRACT
Vision based human articulated body pose tracking has

been historically important. Because analyzing multiple hu-
man activities, especially interaction between human in clut-
tered scenes is essential in visual surveillance scenarios, multi-
ple people tracking has enjoyed much attention in human robot
interaction research in recent years. In this paper, we newly
introduce a robust framework for multiple people pose track-
ing. The notable aspects of our approach are real-time ensuring
speed (up to 30 fps), flexibility towards various complex mo-
tions and environments. Our work is inspired by the success
of multiple view approach, especially voxel based techniques.
The use of voxel data leads to viewpoint-free estimation, which
benefits in that reconstruction of a training model is needless in
different multi-camera arrangements. We add simple tracking-
based volume segmentation algorithm to retain practical supe-
riority of voxel based approach. Furthermore, our framework
successfully obtains multiple body pose estimation in real-time
even when people contacts with each other occurs in the scene,
which is not addressed in the conventional approaches. We
demonstrate the effectiveness of our approach with experiments
on indoor cluttered scene sequences.

Keywords— Multie-body tracking, Visual surveillance,
Voxel intersection, approximated near neighbour search

1. INTRODUCTION

Vision based human articulated body pose tracking, also known
as markerless motion capture in recent years, has been histor-
ically important in computer vision community because of its
potential to many applications. For surveillance in intelligent
environment (e.g. Aware Home [1]), people are often the main
objects of interest and tracking body poses leads for inference
of human activities. While there has been a long history of
research in articulated tracking, body tracking of only single
person in controlling environment is focused [2, 3, 4]. This
is due to the difficulty of 3D articulated body tracking from
the high-dimensional search spaces of body configuration with
multi modal posterior distributions under cluttered scenes. Sev-
eral state of the art techniques with bottom-up approach [5, 6]
can easily get confused in these scenarios.

Because analyzing multiple human activities, especially in-
teraction between human in cluttered scenes is essential in vi-

sual surveillance scenarios, multiple people tracking has en-
joyed much attention in human robot interaction research in re-
cent years. In spite of recent advances in multiple body track-
ing [7], difficulties in multiple body tracking leads manual ini-
tialization (partly solved by [8]), the view restriction [9], the
lack of real-time operation [10], and requirements of target ac-
tions prior, which limits the variety of the target actions [11].
The notable difficulty of multiple human pose tracking arises
from interactions of the target peoples where people overlap
and partially occlude each other. In most recent advances in
multiple body tracking [12], their body pose estimation is rel-
atively simple thus the tracker fails when people contacts with
each other.

1.1. Our approach

From a practical point of view on multiple body tracking in
surveillance scenario: real-time operation, body contacts and
accuracy, we leverage recent progress on multiple view ap-
proach, because multiple view approach reduces ambiguities in
body pose estimation then obtains accurate results [13, 3]. In-
spired by the success of multiple view, especially voxel based
techniques [14, 15], this paper newly introduces a robust voxel
based framework for multiple people pose tracking in real-time.
The use of voxel data leads to viewpoint-free estimation, which
benefits in that reconstruction of a training model is needless in
different multi-camera arrangements. Based on this framework,
we add simple tracking-based volume segmentation as prepro-
cess of voxel-based trackers. This approach retains practical su-
periority of voxel based approach. Furthermore, our framework
successfully obtains multiple body pose estimation in real-time
even when people contacts with each other occurs in the scene,
which is not addressed in the conventional approaches. This is
our main contribution in this paper.

This paper makes the following contributions to ensure ro-
bust real-time multiple people pose tracking in surveillance sce-
nario. We propose a combination of volume segmentation and
fast single person body pose estimation from voxel streams. Al-
though integrated approaches that simultaneously segments hu-
man region and estimates body has been proposed recently [16],
it lacks real-time performance. As a part of the main con-
tributions, we provide simple track-based volume labeling al-
gorithm. To ensure real-time performance for estimating sin-
gle person body poses after the voxel tracking, we leverage
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example-based approach [17]. This is one of the three major
approaches for articulated body tracking1.

The rest of the paper proceeds as follows. Related works are
summarized in this section. Section II outlines example-based
people pose tracking through voxel streams (EPTV) framework.
Section III introduces a framework of multiple people pose
tracking based on EPTV. Section IV presents results of several
experiments about our framework. We conclude in section V
with some directions for future research.

2. EXAMPLE-BASED POSE TRACKING FROM
VOXELS: EPTV

2.1. Problem formulation

This section provides a brief overview of the example-based
pose tracking from voxel streams (EPTV) [20]. In human pose
estimation through voxel streams, 3D voxel data v(t), cube of
the divided 3D space, is designed to be the input data. The 3D
visual hull, an assembly of voxels, is reconstructed by volume
intersection methods [21, 22]. In example-based approach, in-
stead of outputting human body joint angle data θ(t) in contin-
uous quantity, output data θy(t) is designed to be discrete. y(t)
indicates the estimated label of time t, which represents one of
the Ny posture codebook θj (j = 1, . . . , Ny) ≡ Y that are cal-
culated beforehand. This configuration possibly causes a sparse
inference result, which is an arguable point, but increase in pos-
ture candidates would lead to denseness of human posture state.
Thus, example based inference can be considered as a sufficient
approximation of continuous inference methods [17]. To make
efficient codebook from motion capture databases, top-down or
bottom-up approach of clustering [23] is often used. Empir-
ical evaluation shows that over 300 thousands pose codebook
ensures smooth pose tracking.

In example-based framework, inference is simplified to a
comparison of likelihoods between 3D voxel data v(t) and hu-
man posture candidates Y made from motion capture databases.
For likelihood calculation, a feature vector q(t) is extracted
from voxels v(t). On the other hand, posture candidate θj ∈ Y
is preprocessed into artificial voxel data vj , which enables fea-
ture vector qj to be extracted. In this way, q(t) (query feature
vector) and qj (j = 1, . . . , Ny) (candidate feature vectors) are
extracted. And then, likelihoods φj(t) (j = 1, . . . , Ny) be-
tween v(t) and Y is evaluated through matching function S as
φj(t) = S(q(t), qj). Inference per frame is possible by select-
ing the label that outputs the maximum value among likelihoods
φj(t) (j = 1, . . . , Ny) as

ŷ(t) = argmaxjφj(t). (1)

In addition to the basic example-based approach, we use first
order Markov property to smooth the output in this research. It
is represented by a directed graphical model of motion. Motion
sequences are scanned, and each frame is referenced with a pos-
ture label. During the scanning process, the transition frequency

1The three contains example-based, generative [14, 18], and discrimna-
tive [19, 4] approaches

between previous label i and current label j is accumulated,
and used to eventually derive the transition probability Ti,j . Al-
though Taycher et al. [17] leverages maximum likelihood train-
ing framework to obtain the optimal transition probability, we
use binary information for Ti,j . This is because the pose esti-
mation performance does not get worse even if the matrix Ti,j is
represented as highly sparse matrix, thus we can reduce compu-
tational cost to calculate the likelihood. The graphical model of
motion (see Figure 1) is preprocessed after constructing posture
candidates, and used in the online inference process like Viterbi
decoding [23]. The maximization of posterior probability, la-
bel y(t) that outputs the maximum value among accumulated
likelihoods {pj(t)}Ny

j=1 is calculated as

pj(t) =

{
φj(t) (t = 0)
max

i
(pi(t − 1)Ti,j) + φj(t) (t �= 0) (2)

y(t) = argmax
j

pj(t). (3)
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Fig. 1. Inference based on a Graphical Model of Motion

The estimation scheme mentioned above is summarized as
Figure 2.
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Fig. 2. Outline of the Human Pose Estimation Process

2.2. Keys to success in EPTV

The keys to success of this approach are 1) to make robust voxel
features and 2) to reduce matching calculation φj(t). Repre-
sentative candidates are extracted through a clustering process.



As for feature extraction, we need view invariant feature rep-
resentation such as 3D version of shape context, a natural ex-
tension of 2D silhouette shape descriptor [24]. We use a sim-
ple histogram-based feature called cylindrical histogram fea-
ture [20]. This will be explained in section IV.

Since the number of pose codebook is extremely large, it is
impossible to maintain the real-time performance with the same
estimation scheme. Hence approximated or fast near neigh-
bor search approaches [25], such as Kd-tree or locality sensi-
tive hashing [26], are needed. An efficient hashing framework
called CSI-PSH [27], an extension of parameter sensitive hash-
ing (PSH) [28] is employed in this research because of its sim-
plicity and great performance.

3. MULTI-PEOPLE TRACKING ON EPTVS

3.1. Outline

In our framework, 3D voxel data is separated into multiple vol-
umes through a volume labeling process, and then one EPTV is
executed independently per person. The main advantage over
multi-people tracking on monocular or stereo vision systems is
that we can easily separate tasks of human segmentation and
pose tracking. Flow of multiple people pose estimation is il-
lustrated in Figure 3. To pursue multiple body pose estima-
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Fig. 3. Flow of Pose Estimation for Multiple People

tion in real-time even when people contacts with each other oc-
curs in the scene, which is not addressed in the conventional
approaches, we must carefully design correct volume labeling
algorithm. Key to success here is to use temporal information
of voxel labels. This means that human ID annotated by volume
labeling process is executed not independently in each frame but
sequentially in successive frame.

3.2. Voxel segmentation through search type volume label-
ing

A normal 6-connectivity labeling (3D extension from 2D 4- or
8- neighbor morphological labeling) cannot deal with people
connected to each other, because the volume will be assumed as
a single volume. Therefore, we propose a new labeling process
called search type volume labeling. This method can deal with
people connected to each other by using time series informa-
tion. The idea of search type volume labeling is to treat voxels
independently so that it will not be affected by connectivity. The
labeling procedures are summarized below.

1. In the detection stage, 6-connectivity labeling is applied.
Volumes consisting of more than a certain number of vox-
els (depends on voxel size, about 1000 in our configura-
tion) are assumed to be that of human.

2. After detection, each voxel is tracked by searching the
minimum distance between the element of previously la-
beled volumes. A concept illustration in 2D is presented
in Figure 4. The distance metric is defined as the Man-
hattan distance or the city-block distance. By introducing
such a path-based distance metric and storing paths that
have already been searched, repetition of search on the
same path is avoided and leads to speed-up.

3. If the searched minimum distance of a voxel is lower than
parameter Tv (allowance of distance), the voxel will suc-
ceed the label associated to the nearest element (voxel) of
previously labeled volumes.

4. When number of voxels containing volume falls below a
certain number, the person is assumed to be gone from
the scene, and tracking is terminated.

This framework could not work appropriately if multiple people
move along with contacting other people. However, this situa-
tion could be though as very rare in surveillance scenario. The
proposed framework works sufficient in vast majority situation.
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Fig. 4. Concept of labeling in 2D space

3.3. Mathematical formulation

This section formulates our framework. Let v(t) be voxels at
time t. As a result of volume labeling, the I-th voxel {v(t)}I in
the collection is assigned with attribute as

{v(t)}I =

⎧⎨
⎩

−1 :voxel doesn’t exist
0 :voxel is invalid
positive value :human ID

. (4)

We use a distance function between I-th and Ĩ-th voxel with
Dv(I, Ĩ). This function indicates a distance from I-th to Ĩ-
th voxel via 6 connectivity voxel path. Attributes of {v(t)}I

are derived from the attributes of voxel collection v(t − 1). To
assign attribute of I-th voxel at time t, the framework retrieves
Í-th voxel that minimizes Dv(I, Í) where {v(t − 1)}Í > 0.
Then the attribute of I-th voxel is updated as {v(t)}I = {v(t−
1)}Í if Dv(I, Í) is less than Tv. In our implementation, the



threshold Tv is set to 7. This update procedure for {v(t)}I is
summarized as

{v(t)}I =

⎧⎨
⎩

−1 if voxel doesn’t exist
0 if Dv(I, Í) > Tv

{v(t − 1)}Í if Dv(I, Í) ≤ Tv

(5)

Í = argmin
Ĩ∈{v(t−1)}Ĩ>0

Dv(I, Ĩ). (6)

3.4. Online-processing by parallelization and pipeline

The overall process works in a parallel calculation framework
with multiple computers to remain real-time operation. This
framework is based on a 3 stage pipeline process as shown in
Figure 5. Stage 1 is executed on server machines where phases
independent to cameras correspond. On the other hand, stage 2
and 3 are executed on the client machine and respectively cor-
respond to reconstruction of 3D voxel data and the main human
pose tracking phase. In this framework, a delay of 2 frames
will occur, but 30 fps online processing will be possible if every
stage completes within 33 msec.

As a matter of course, total computational cost in pose track-
ing is proportional to the number of the target peoples. On the
other hand, the tasks are independent to each other after multi-
ple volumes are acquired, thus the pose estimation task could be
fully parallelized. We parallelize these tasks by requesting com-
putation on intermediate servers, so that processing time will
not be proportional to the number of people. In our hardware
configuration, 2 additional servers are operating, so the system
can deal with 3 people in maximum (the client machine can also
execute the pose estimation task).
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Fig. 5. Parallel Calculation Framework

4. EXPERIMENTAL RESULTS

4.1. Implementation issues

We deploy our framework in daily life simulated space. In
our implementation, 8 cameras manufactured by Point Grey re-
search are fixed to the ceiling and are used to synchronously
capture multiple VGA images. The images are captured at 30
fps. Each camera is connected to single standard PC with In-
tel Core duo micro architectures via IEEE 1394. We leverage
2 standard PCs as intermediate servers for multiple people pose
tracker.

4.2. Preprocessing

This section describes features used in this experiment and their
quantity. The volume intersection method [21, 22] reconstructs
3D object shape from multiple silhouette images. The silhou-
ette images are obtained from simple background subtraction
method, such as Otsu method or Gaussian mixture pixel in-
tensity models. 3D shape will consist of an assembly of vox-
els, which represent cubes of the divided 3D space. 8 cameras
are used to capture multiple VGA images. Voxel size is set to
35mm, and 3D space is divided into a 120×120×68 resolution.

As a query vector calculated from voxels, we use sim-
ple histogram-based feature called cylindrical histogram fea-
ture [20] (see Figure 2). In this feature, 3D space is divided
into multiple bins based on a central axis set to the center of
gravity of voxel data (3D space is divided in angle, height, and
radius directions). Voxels are voted to the corresponding bins,
and the resulting histogram will be normalized. Resolution of
angle, height, and radius directions are set to 18, 8, and 3. Thus
the dimension of the feature vector became 432.

For pose codebook construction, motion capture data down-
loaded from [29] are used (motion data include large body ro-
tations, complex motions, and self occlusions), and resulted in
a total of 322,992 posture codebook. We use a kind of agglom-
erative hierarchical clustering algorithm. This makes it possible
to acquire a more uniform and dense distribution in human pos-
ture space. In our evaluation, likelihood is based on the Bhat-
tacharyya coefficient [30] as φj(t) =

∑rq

r=1

√{q(t)}r{qj}r.

For V (θ), artificial voxel data is generated by approximat-
ing body links as a cylinder or an ellipsoid (approximated radii
are configured manually). At first, joint angle format data is
reflected to the human model. Then, voxels included in the ap-
proximated region of each body link is extracted to configure a
voxel data.

For making CSI-PSH, we use 579,731 similar pairs with
174,937 dissimilar pairs (total of 754,668 pairs) for training
pairs. Additionally, 233,062 elements of evaluation data were
prepared for feedback training and hash functions were trained
under these conditions. The other variables in CSI-PSH are em-
pirically set to use [27] as reference in this experiment.

4.3. Tracking results

Experimental Results are presented in Figure 6. This implies
that our system successfully capture various complex motion.
Table 1 shows that overall processing time. Each stage has
completed within 33ms, which signified that online processing
of 30fps has achieved (however, certain amount of delay will
occur). Quantitative performance evaluation shows that the po-
sitional error at human hand of our pose tracker is about 100 ∼
250mm and angular error are less than 7 degree. Note that the
height of one of the tracked people differs from the height of the
others (1.80 m and 1.60 m).
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Fig. 6. Experimental result of human pose estimation (best
viewed in color)

Table 1. Processing Time
# of peoples 1 2 (sequential) 2 (parallel)
Background subtraction 22 msec 24 msec 24 msec
Volume intersection 2 msec 3 msec 3 msec
Summary of 1st step 24 msec 27 msec 27 msec
Volume integration 4 msec 8 msec 8 msec
Labeling 2 msec 4 msec 4 msec
Summary of 2nd step 6 msec 12 msec 12 msec
Pose estimation 20 msec 40 msec 20 msec
Rendering 5 msec 10 msec 10 msec
Summary of 3rd step 25 msec 50 msec 30 msec

4.4. Result for volume labeling under people collision

We observed the result of our framework under multiple people
collision to validate the search type volume labeling. The result
of the sequence under people collision occurrence is shown in
Figure 7. The different color in voxel data indicates different
human ID. In the figure, result with naive 6-connectivity vol-
ume labeling is shown as “Labeling Result1” where human ID
is not correctly assigned. In contrast, search type volume label-
ing (Labeling Result2) succeeds in human ID annotation even
when a person contacts each other.

Though the framework described in section III avoids fatal
error when people contact each other, partial error is inevitable
after the contact (see Labeling Result2). To avoid these errors,
we added outlier elimination process. In this modification, I-
th voxel is updated as {v(t)}I = 0 when it is classified out-
lier. The final result of our framework with outlier elimination
is shown in “Labeling result3”.

The proposed volume labeling method requires 3 ∼ 5 msec
under the situation where two people occur in the environment
with |v(t)| ≈ 2000 ∼ 5000, while naive 6-connectivity labeling
needs 2 ∼ 4 msec.
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Fig. 7. Volume labeling under people collision occurrence

4.5. Activity monitoring with multi-people pose tracking

Figure 8 shows that our tracking system provides functionality
of multi peoples interaction under daily house environment. In
the start of this scenario, one person is sitting on a chair to watch
TV program. In a moment, the other resident entered the room
then sits on the chair besides the first resident. Finally they left
after watching TV program. Though the maximum number of
peoples tracked in our framework highly depends on the way
of camera arrangement, our empirical result shows that our ap-
proach is able to track within 4 peoples simultaneously under
this experimental setting.
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Image
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Fig. 8. Experimental results on a TV Watching situation

5. CONCLUSION
A novel approach to recover multiple human pose through voxel
streams has been proposed. Experimental results show that real-
time processing up to 30 fps has been achieved by introducing
simple volume labeling and example-based pose tracking. Fu-
ture tasks are to realize not only pose but also shape reconstruc-
tion under clothing [31] and to tackle the occlusion problem by
furniture for practical daily house use.
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