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Abstract—This paper deals with the optimization of sensor
arrangement and feature selection for activity recognition of
the people living alone with sensors. We suggest an algorithm
which picks up from several thousand to millions of characteristic
sensor reactions as feature candidates, and selects best feature
combinations and corresponding sensor arrangements for classifi-
cation with as small numbers of sensors and features as possible.
This paper introduces two Kinds of approach; one is making
the sensor number as small as possible with quasi-maximized
precision, and another is getting the globally maxmized precision
with only needed sensors. We confirmed by a pyroelectric sensor
system that this algorithm could get such solution by applying
some sparse selection methods to the real life data.

I. INTRODUCTION

Recently, the demand for support systems by the robots
and sensors in a person’s house become increasing and such
systems become an active research area because of the aging
society. In such systems, we need to recognize the person’s
behaviors or life activities by some kinds of sensors[1].

Considering cost and diffusiveness as the human detection
sensor, we picked up the pyroelectric sensors and havebeen
constructing the behavior labeling system[2][3]. The system
labels a data segment of pyroelectric sensors as some behavior
like ”Sleeping” or ”Going out”. So far, for such system, people
fixed the arrangement of sensors as that they thought to be the
best arrangement intuitively. However, it sometimes fell into
the issue that the sensor data of more than two behaviors are
so similar that even human couldn’t classify them from the
data.

In order to solve this classification problem, we propose a
method of making the sensor data suitable for classification.
The input data changes by the sensors’ number or places, so
it is equal to optimizing the sensor arrangement so that the
system can classify all behaviors correctly.

There are some researches dealing with the sensor ar-
rangement problem; for example, arranging minimum number
sensors by the geometric relationship between the sensor’s de-
tection area and the site with obstacles[4], selecting minimum
number measuring points given the distribution model of the
measured value[5]. Most of them decide the arrangement only
from the geometric relationship or the distribution models of
sensor value and don’t deal with the combination of sequential
sensor data.
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In this paper, we discuss the sensor arrangement optimiza-
tion with our behavior classification algorithm. Here, we want
to reduce the sensor number as small as possible for practice,
but the precision of classification becomes higher when there
are many sensors. So we adopt two different approaches by
their priority; the one gives first priority to the reducing of
the sensor number even though the precision become a little
lower than the best precision, and another gives first priority
to the maximum precision with only needed sensors.

Concretely, the system enumerates tens of thousands of
feature candidates which are the partial reactions of max 3
sensor combination, and selects the most appreciate feature
combination in terms of the two different targets. We adopted
the SFFS algorithm for the former target and the Grafting
algorithm and LPBoost via column generation algorithm for
the latter target.

II. BEHAVIOR CLASSIFICATION SYSTEM

In this section, we explain the system of pyroelectric sensing
for the behavior classification. The system sets some sensors
at the ceiling or wall of the house in which a person lives
alone like Fig.1, and classifies data segments into behavior
labels. Concretely, the sensors detect “the person moves in
the sensor’s detection area or not”, and return O or 1 per
second. Then the system unifies the data of all sensors, and
classifies the data segments. As the application of this system,
for example, we assume the automatic care system of the old

person living alone.
Pyroelectric
sensor

W=

Z

We are given
where changing
Segment data points are.
Sensorq |- 00010000111000010100000010------
Sensor2|------ 001111001000000000000011110-----
Sensor3|------ 00000000000111100001100000------
Sensor4|------ 11000000010010000110000011-+----

12:30 13:00

time

Classifying to X -
behaviorlabel‘ Sleep [Toilet] “\Gomgout [

Eating meal

Fig. 1. Life activity recognition system with pyroelectric sensors



In this research, we adopted a learnt behavior models based
approach to label a behavior name to sensor data segment. The
models are constructed from some sensed behavior data with
the ground truth behavior records. As for the behavior model,
we utilized the joint posterior probability of the occurrence or
non-occurrence of some characteristic parts of data, consider-
ing the compatibility with the task of sensor arrangement.

III. OPTIMIZATION OUTLINE OF SENSOR ARRANGEMENT

In this section, we explain the outline of the process of
the sensor arrangement. To optimize the sensor arrangement,
we first acquire the sensor data at all candidate places for
some time periods. We can obtain this data by actually setting
the pyroelectic sensors at all candidate places, or by setting
small number of high-precision human motion sensors and
simulating virtual pyroelectic sensor data from the motion
sensor data.

A. Behavior Modeling by Extraction of Feature Data Parts

We use only the important parts of the data, the combination
of which can characterize some kinds of behavior. We call
such data parts as “feature parts”. For example, if a data part
”011100” of a sensor at the entrance occurs only when going
out, the part can be a feature part. Not only a single sensor
data, the multi sensor reactions at the same time also can be
a feature part.

We adopt the joint posterior probability of occurrence or
non-occurrence of such feature parts as the behavior model.
In this model, how to select the feature parts affects the clas-
sification precision significantly. The system tries to increase
the precision of classification and decrease the selected sensor
number simultaneously by solving the optimization of the
feature selection which contains the element of the sensor
selection, which is the main theme of this paper.

B. Extraction of Feature Part Candidates

At first, the system enumerates all feature part candidates
from the data of all sensor place candidates no matter whether
we finally use the sensors or not, then from these candidates,
it selects the best feature combination which gives the high
precision and uses the small number of sensors as possible.
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Fig. 2. Way of feature candidate extraction

As the preparation, the system obtains the sequential py-
roelectric sensor data of all sensor place candidates, which
is the combination of the bit column data. Then, the system
extracts the feature part candidates by the process shown at
Fig.2, where the system sets the max sensor combination
corresponding to a feature part as 3. Here, the system is given
the ground truth label of each time.

IV. FEATURE SELECTION FOR SENSOR ARRANGEMENT
OPTIMIZATION

This section deals with the algorithms of the feature selec-
tion; selecting proper feature combination which makes the
classification precision high and the sensor number small as
possible.

We assume the number of feature part candidates is from
tens of thousands to millions, so the system could get a certain
group of the features H that makes the value of error function
E(H) toward the training data quite small. If the system only
tried to make F(H) small, the feature group not only has
the danger of the overfitting, but also isn’t considered the
restriction of the sensor number. In order to solve this problem,
we needs to add the penalty function P(H), so we defined
the objective function F(H) which we try to minimize as
F(H)=E(H)+P(H). Then, we should define each function
E(H) and P(H). We considered two different kinds of policy;
the one reduces the sensor number even though the precision
may become a little lower than the highest one, and another
conversely acquires the strictly highest precision even though it
couldn’t make the sensor number so small. We call the former
as the “’sensor number minimizing algorithm” and the latter as
the “’precision maximizing algorithm” from now on.

A. Sensor Number Minimizing Algorithm

The sensor number minimizing algorithm selects the fea-
tures’ set that returns the quasi-highest precision by quite small
number of sensors. In order to make the sensor number small
and avoid overfitting, we define the penalty function P(H)
as P(H) = M Ns(H) + XNy (H) which N,(H) is the total
sensor number used for the detection of the selected feature
group H, and N¢(H) is the number of features in H. And in
order to make the precision high, we adopted the error rate
+ Zjvzl I(H(=x;) # y;) as the error function E(H), where «;
is the test segment data and y; is ground truth behavior label.
Here, H(z;) = argmax, 2?21 log p(y|x;, hj), which h,, is
the n th selected feature part, and in order to make the sensor
number small, the parameter A\; needs to be larger enough
than the parameter As.

To decide the rule of selecting the feature newly added
to the feature group already selected, we introduce the most
famous and simple algorithm Sequential Forward Selection
(SFS). This algorithm selects the newly added feature h™
which reduces the objective function F(H) the most drasti-
cally by adding to the selected features’ group, as hT =
argming, ¢ . F(Hy U h;) — F(Hy) which Hy ,, is the se-
lected feature group with n elements and Hj is the unselected
group.

This solution isn’t guarantied to be globally optimized one,
so it might be the local one. By adding the other features one
after another, the features added at the beginning could become
not so important, so the objective function could become lower
than the case when it is removed. To solute the problem, we
adopted and enhanced the algorithm called Sequential Floating
Forward Selection (SFFS)[6]. In the algorithm, the selected
features can be removed by the sequential backward Selection
(SBS), which removes the most unimportant feature.



B. Precision Maximizing Algorithm

The precision maximizing algorithm selects the feature set
that maximizes the precision globally even though the number
of used sensors might become larger than that of the sensor
number minimizing algorithm explained above. The method
selects only needed sensors by making the number of the
selected features as small as possible. From now on, we regard
the feature h; as the logarithm of the posterior probability of
class y calculated from the feature part F; as

p(Fily)p(y)

hi = log p(y|Fi) = log ; (1
S p(Fily;)p(y;)
then the classifier can be shown as
{ = argmax wTh(:m7 Y) ?2)
Y
which b = (hy,---,hg)T is the features’ vector, w =
(wy,- -+ ,wg)T is the corresponding weights’ vector, Y is the

group of the class label and Yi,, is the group of the class
label except the right label y;. From this equation, in order
to acquire the right label from only the segment data x;, the
equation and the inequality as

argmax wTh(wi7y) =1y 3)
y
— wh(xi,y;) > max w” h(zi,y) 4)
yEY\y,

must be satisfied. From the inequality, when we define a
variable p; as

max wTh(:m7 Y), ©)

T
i = w h(z,yi) —
p (@i, y:) S

the code of it means whether the estimation is correct or not,
and the absolute value of it means the degree of the correctness
or incorrectness, so we can regard the sum of the function of
this variable Zfﬁl f(p;) as the error function. As the typical
penalty function toward eq.(2) which could be regarded as the
linear sum of the weights, we decided to adopt the 1-norm |w|;
as the regularization factor P(H ) based on some consideration
about sparsness and convexness.

There are two kinds of efficient algorithms for acquiring the
globally optimized solution of the objective function composed
of the error function using p and the penalty function as the 1-
norm regularization |w|;; the Grafting algorithm advanced by
Perkins[7] and the LPBoost via column generation advanced
by Demiriz[8]. They are similar in terms that they both keeps
global optimality by adjusting all weights of selected features
whenever the system adds a new feature, but they are different
in terms of the kinds of the error functions, the way of
selecting the newly added features, and the way of adjusting
the weights. In our experience, the Grafting is better in terms
of the calculation cost, and the LPBoost is better in terms of
the wideness of use, but we couldn’t conclude which algorithm
is totally better, so we decided to apply both of them and
choose the better one. We introduce these two algorithms as
follows.

1) Grafting: The outline of Grafting algorithm is as fol-
lows; first, the system differentiates the objective function
F(w) in terms of all of the weight w; which satisfies w; = 0,
then selects the weight which has the max absolute value of the
differential amount and decreases F'(w) until the differential
value in terms of this weight becomes 0 by the Quasi-Newton

TABLE I
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method. The system acquires the globally minimum solution
of F(w) by iterating this task because the function F(w) is
the convex function in terms of the weight vector w. In this
iteration, the elements’ number of the weight group of w; # 0
increases one by one, and the values of all weights in this
group are renewed by the BFGS formula used in the Quasi-
Newton method.

2) LPBoost via Column Generation: In the algorithm of
LPBoost via column generation, each feature part is regarded
as a weak learner, and it makes the weights of these weak
learners sparse by adding the 1-norm regularization |wl|; to
the error function of the usual boosting algorithms. Demiriz
converts this task to the task of minimizing the upper bound of
the error function, and solving it by maximizing the margin.
It was only for the two class, so we extended it for the multi
class for this research. The concrete algorithm is shown in
Tab.I where N is the data number, |Y| is the class number,
Y\y, is the class group Y except the right class y,,, H1 and Hy
are the group of the selected features and unselected features
respectively, and v is the normalizing parameter satisfying v €
(0,1). Here, the size of the matrix w, which is the parameter
after dual transformation, is N x (|Y]| — 1) and each element
corresponds to the weight of each class except the right class
Yn per the data x,,.

V. EXPERIMENT ON REAL DATA
A. Conditions of the experiment

For the experiment, we used human position movement data
(Blue lines of Fig.3 right) with the ground truth behavior
records for the three weeks life of a man who is in 20s.
The arrangements of the rooms and the furniture is shown in
the left figure of Fig.3. As the behavior record, we picked
up 7 labels as ”Sleep, Going out, Toilet, Bath, Cooking,
Eating/PC at table, and the other” concerning the person’s life
pattern. The system calculates the precision of classification
by comparing the classification results among these labels by
the sensor data to the right records. In this examination, we
picked up 5 segment data per behavior as the test data and
calculated the classification precision by the cross validation.



Here, the total number of each behavior’s segments for the
period of time was from 20 to 60. Next, we set the radius
of detection area as 0.7[m], and the sensor place candidate at
intervals of 1[m], but removed candidates if the person rarely
moves in the detection area during the learning period of time,
judging by the records of the human movement. As the result,
the 23 candidates are enumerated, shown in the right figure of
Fig.3 as the green circles.

The system obtained the pyroelectric sensor reactions at
each candidate place from the human movement life-flow,
and enumerated all feature part candidates by this data. The
number of the feature candidates was about 50,000 when the
max sensor combination for a feature part 3, the max length
of them 10 seconds, the most highest occurring rate of them
for all behaviors is more than 20%, and the similar rate of the
occurrence’s result per behavior segments in the same sensor
combination is less than 90%.
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Fig. 3. House layout, life-flow and sensor candidates

B. Comparison result among the supposed algorithms

We compared the feature selection algorithms of SFFS,
Grafting and LPBoost. Also, we compared these with the result
of human intuitive judgment. We used the best result of many
human intuitive judgement trials for the comparison. Fig.4
shows the results in terms of the precision for the learning
data, that of the test data, the number of features and that
of sensors. Here, we searched the best parameter values of
each algorithm. The Grafting arrangement was so similar to
LPBoost’s that we omitted it.
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Fig. 4. Results of all selection methods

First, the precisions of all automation algorithms are higher
than that of human judgment. In addition, when comparing
the SFFS algorithm with the best human judgment result, the
SFFS algorithm acquires much higher precision than human
judgment with smaller sensor number. So, we could conclude
that this result proves the significance of these automation al-
gorithms. When comparing these three automation algorithms,
the sensor number of SFFS was about four times smaller

than that of the others, while the precision for the test data
was lower by about 7%, and it suited for the aims of each
algorithm; the SFFS algorithm is for minimizing the sensor
number with quasi-optimized precision and the Grafting and
LPBoost algorithms are for maximizing the precision even
though using more sensors. We think the priority of reducing
the cost of sensors and improving the precision may be judged
by the user of this system, so it is important to obtain the graph
like Fig.4.

When comparing the sensor arrangement results from Fig.4
right, the SFFS algorithm gives the pathway priority over
the kitchen or bathroom which are tend to be selected by
human intuition, and LPBoost mainly omits the candidates
at the corridor toward the entrance, probably because these
candidates reacts only when going out, so the entrance sensor
can represent them.

VI. CONCLUSION

This paper suggested some methods for acquiring the
optimized sensor arrangement and feature selection which
classifies behaviors correctly by small number of sensors in the
behavior classification system using the pyroelectric sensors.

The system enumerates many feature candidates and selects
the most appreciate feature combination in terms of two ways.
For the actual life data, we obtained about 86% precision
by our multi-class LPBoost algorithm getting the globally
optimized solution, and about 79% precision for 4 sensors
by the SFFS algorithm making the sensor number as small
as possible and keeping the quasi-optimized precision. In
addition, we proved that these solutions are superior to the
human intuitive arrangement in terms of the precision and the
sensor number.
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